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The popularity of conversational agents (CAs) in the form of AI speakers that support ubiquitous smart homes has increased
because of their seamless interaction. However, recent studies have revealed that the use of AI speakers decreases over time,
which shows that current agents do not fully support smart homes. Because of this problem, the possibility of unobtrusive,
invisible intelligence without a physical device has been suggested. To explore CA design direction that enhances the user
experience in smart homes, we aimed to understand each feature by comparing an invisible agent with visible ones embedded
in stand-alone AI speakers. We conducted a drawing study to examine users’ mental models formed through communicating
with two different physical entities (i.e., visible and invisible CAs). From the drawings, interviews, and surveys, we identified
how users’ mental models and interactions differed depending on the presence of a physical entity. We found that a physical
entity affected users’ perceptions, expectations, and interactions toward the agent.
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1 INTRODUCTION
Due to its seamless and unobtrusive input method, the use of voice user interface (VUI) has increased in the
form of AI speakers as hubs to control smart homes [11, 39, 45]. Because commercialized AI speakers consist of
a physical device with a speaker and microphone, users need to face the device for better communication, as
people do when they communicate face-to-face. Users interact with CAs in stand-alone devices, such as Alexa in
Amazon Echo, which makes users look at where the device is installed and listen in the direction of the sound
coming from the device. This means that the conversational agent (CA) in the physical device leads to visually
and auditorily directed interaction. However, because the directed communication is based on where the device
is installed, there are limitations in the agent’s immediate interaction with the user, and it is difficult to notice the
changing context of the user in real time at home [34].
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Thus, researchers have proposed that technology for smart homes should blend into the background with-
out visual interference (e.g., invisible intelligence) for better user support [14, 53]. In addition, the development of
ambient intelligence technology can be one direction for better interaction in ubiquitous smart homes [1, 13, 41].
The concept of invisible intelligence refers to the physical disappearance of computers from users’ view [53].
This includes the miniaturization of devices and their integration into other everyday artifacts [48] or the home
environment to act as intelligent agents that use prediction algorithms to predict behaviors [14]. Such devices can
allow people to receive information without interacting with a physical or possibly obtrusive entity. Moreover,
along with the development of invisible and ambient intelligence, recent studies have emphasized the possibility
of ambient interaction, which would aim at interpreting what is going on in an environment, assisting when
asked, or taking initiative when it could help users with nonintrusive technology [43]. This ambient interaction
would differ from traditional human–computer interaction, which involves explicitly addressing a computer by
interacting with a physical stand-alone device. Through the possibility of invisible intelligence, we assumed that
an invisible agent could be one CA design direction for ambient interaction. However, an invisible CA has not
been commercialized yet, and thus it is difficult to answer the following new questions with existing knowledge:
How can people perceive and interact with invisible devices? What other advantages do invisible CAs have
compared to CAs with physical entities? How can sensor-based, invisible interfaces be designed for implicit
interaction with humans?

To find answers of these questions, it is critical to identify users’ mental models and determine the design
direction of the invisible CA. Similar to previous studies on CAs embedded in AI speakers, we emphasized
the importance of understanding users’ mental models for designing CAs [7, 11, 16, 28, 30, 39]. These studies
attempted to understand users’ mental models mainly through verbal approaches [11, 30]. However, because it is
unclear how each user will accept the new concept of invisible agents, when forming a mental model toward the
unsubstantial system by comparing it with current CAs in physical devices, limitations can hinder discovering
users’ expectations for a new concept with only a verbal approach. For this reason, it is necessary to explore users’
mental models of invisible agents and to find out the difference between existing CAs in physical entities—such
as AI speakers—for future design possibilities and development directions combining visual and verbal approaches.

Thus, we conducted a drawing study to understand the differences between the two CAs with different physical
entities, as well as how their physical visibility affects users’ mental models and interactions. To achieve that
goal, 30 participants interacted with CAs with a physical presence and an invisible CA, and we then identified
the users’ mental models through their drawings, in addition to interviews and a survey. We explored how users’
mental models and interactions are different in directed interaction with a visible agent than they are in ambient
interaction with an invisible agent. The findings describe users’ perceptions, expectations of the role of the agent,
and interaction in terms of physical entities to discover the potential of the invisible agent. Based on this finding,
physical presence is an important element in CA design, and we found features of invisible agents compared
with CAs in AI speakers that were not revealed in previous studies. Finally, this study suggests that invisible
agents can be one design direction in VUI to enhance user experience in the ubiquitous environment.

2 RELATED WORKS
As one of the primary benefits of a VUI is the ability to provide seamless interaction [12, 35, 36], CAs that
use a VUI—such as AI speakers—have become popular in homes context to support various activities of users
[11, 39, 45], among them finding recipes during cooking and controlling lights during reading [23]. A recent
study on the context of AI speaker use also found that speakers were used most prevalently in homes. For the
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continued development of CAs to support better smart homes, many existing studies have attempted to explore
not just users’ experiences interacting with AI speakers in a ubiquitous home computing environment but also
how to build, deploy, and interact with a ubiquitous smart home [2, 19, 22, 45]. Porcheron et al. [40] collected
voice-recording data of actual Amazon Echo use in five participants’ homes to understand how users incorporate
the device into their everyday lives at home. Their study focused on the social relationship of human–Alexa
interaction and identified collaborative activities of the user and the device in terms of taking turns talking and
reactions of users to the device’s responses. Park et al. [39] conducted a one-week participatory user study to
discover multiple users’ mental models toward the AI speaker as a key in the development of its family-oriented
roles. The authors revealed seven domains of user expectations of CAs’ roles that can be represented as family
cohesion at home. Sciuto et al. [45] gathered the logs of 278,000 commands from 75 Alexa users to investigate
their behaviors around Alexa, including the number and physical placement of devices and daily use patterns.
Surprisingly, the use patterns showed that commands per day dropped after the first week, and eventually
users’ commands mainly involved playing musical requests. Furthermore, users experienced frustration due to
limitations on fully hands-free and eyes-free interaction, even though VUI’s primary advantage is its natural and
unobtrusive interface [17]. Based on several studies that showed AI speakers were used for limited functions
such as playing music [11, 45], we found that these devices cannot fully support a smart home with the strength
of VUI. Among the limitations revealed from previous studies, we focused on two main issues: (a) limitations on
the unobtrusive advantage of VUI, such as users’ frustration at restrictions on fully hands-free and eyes-free
interaction in a voice-controlled smart home and (b) the gap between users’ mental models and actual use of CAs.

For unobtrusive interaction in a smart home, several studies have suggested that ambient intelligence with
eye-free interaction is one possibility for resolving users’ problems with limitations on seamless interactions.
These studies proposed that ambient and invisible intelligence could respond to a user’s seamless interaction and
understand the user in any context [1, 5, 13, 14, 41, 48, 53]. Augusto and McCullagh [5] described the characteris-
tics of systems with ambient intelligence through identifying scenarios of interaction with invisible intelligence
for a better smart home and system flow. They suggested models supporting a network that deduces “contexts of
interest” from the sensed environment and users. Their study highlighted an essential component of the invisible
intelligence area as the distribution of technology that is intelligently orchestrated to allow an environment to
benefit its users. Norbert and Nixon [48] investigated the possibility of disappearing computers through a study
on invisible computing, with the hypothesis that the purpose of human–computer interaction research is the
interaction not with the computer but with the information itself. They defined the term invisible intelligence as
the physical disappearance of computers from users’ view as well as the miniaturization of devices and their
integration into other everyday artifacts. In addition, they suggested research agenda for interaction design issues
when computers are disappeared from the scene (or in other words become invisible): Shouldn’t the computer
move into the background or out of view and understanding how people can interact with invisible devices. In
addition, Weiser and Brown proposed [53] calm technology as a new approach to fitting technology to users’
lives. They mentioned that embedding calm technology into the periphery could easily center user attention.
This is because by deploying the technology within the users’ periphery, they are provided with information
without excessive burden and can control more things than the user can. Therefore, the authors suggested
that calm technology is to put us at home, in a familiar place to solve the problem of information overload. In
addition, they proposed properly considering the balance of the center and the periphery where calm technology
is applied when designing a better ubiquitous computing environment. Cook et al. [14] designed the house
environment itself to act as an intelligent agent without physical entity through presenting the MavHome smart
home architecture, which allows a home to act as an intelligent agent that uses prediction algorithms to predict
inhabitants’ behaviors for the automated environment. They focused on the creation of an environment that
acts as an intelligent agent, perceiving the state of the home through sensors and acting upon the environment
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through device controllers. The role of the MavHome agent involved lower-level agents responsible for subtasks
within the home. Results indicate that the predictive accuracy was high even in the presence of many possible
activities from synthetic and collected data at a smart home. In addition, they showed that prediction algorithms
play critical roles in an adaptive and automated environment such as MavHome. These studies provided insights
into the new possibility of better interaction and usability of CAs at home. In user evaluation studies on invisible
systems, Wang et al. [52] focused on exploring how each physical entity affects users’ perceptions and inter-
actions. This study designed four agent appearances—voice-only, nonhuman (device shape), and two types of
embodied agents—and then evaluated the overall user experience through interacting with the four agents by
a given task. They found that voice-only agents helped users focus on the task without visual distractions. To
investigate how visual entities and social behaviors influence the perception of virtual agents, Kim et al. [25]
conducted a lab-based study using an interaction scenario with three types of agents (from one with no visual
appearance to an animated 3D human). They found positive effects of visual embodiment on the users’ sense of
engagement, social richness, and social presence with the agent. However, these studies were conducted in a
virtual environment through augmented and virtual reality systems and did not deeply explore the potential of
invisible agents. In addition, Luria et al. [31] compared an embodied social robot with three different forms of
interfaces (i.e., a voice-controlled speaker device, a wall-mounted touch screen, and a mobile application) for
designing a smart home control interface. Participants were asked to simulate situations in which they controlled
multiple devices in a smart home environment during cognitive tasks to simulate distractions in the home. Based
on analyzing qualitative and quantitative results, they suggested that embodied social robots could provide an
engaging interface with high situational awareness, and the voice interface had the advantage of hands-free and
ubiquitous control. Moreover, they raised questions about non-visibility of VUI on low situation awareness, users’
discomfort, and users being less familiar with voice interface compared with social robots. However, Luria et al.
compared the user experience with other interfaces centered on social robots, but did not investigate invisible
intelligence without physical entities. Based on the insights from previous studies, our study involved user experi-
ence of an invisible agent in a real environment and to reveal the agent’s features in comparisonwith visible agents.

In terms of the gap between users’ mental models and actual use of CAs, several studies have revealed that AI
speakers are reduced to music players because users’ mental models, including their expectations, are not aligned
with actual user experiences; therefore, users feel the AI speakers have limitations and become disappointed
[6, 7, 16, 30]. By exploring associated obstacles or difficulties, Cho et al. [11] analyzed how people use Amazon
Echo in their daily lives and conducted a long-term user study in which they followed eight households. A
series of diaries, surveys, and interviews with first-time users identified obstacles that caused users to forget
the presence of the CA at home. The findings revealed that users expected Alexa to be a partner with whom to
have human-to-human conversations and build a long-term relationship, but the actual capability of Alexa did
not match users’ mental models, leading them to disappointment. Beneteau et al. [6] conducted an in-the-wild
study in which 10 families adopted an Amazon Echo Dot. Through audio recordings of 10 families’ interactions
with the devices and interview data, they found that device capabilities were not always in-line with family
expectations of learning and use. Luger and Sellen [30] conducted a comprehensive study to understand what
factors affect everyday use of dialogue-only CA systems. Their study showed that users had mismatched mental
models of how their CAs worked, which were reinforced through a lack of meaningful feedback regarding system
capability and intelligence; that is, a deep gulf between users’ expectations and actual CAs was the main problem
with CA use. The authors also identified that anthropomorphism contributed to the users’ high expectations.
As a result, they suggested ways to reveal system intelligence, including the interactional promise of humorous
engagement, indication of capability through interaction, and redesigned system feedback. They explored user
mental models for an agent embedded in a smartphone or AI speaker, yet no research has revealed a mental
model for an invisible agent. Because of the low discoverability of the agent interacting through the VUI [15] can
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cause the user to have higher expectations. If the hardware is not visible, the visual cue disappears. There is a
concern that the gap between mental models of invisible agents and actual use will be wider than the gap with
existing agents. Thus, we intended to reveal the direction of CAs, which can provide better usability for users in
smart homes through identifying mental models for visible and invisible agents that previous studies have not
revealed.

Since mental models can include abstract images that are difficult to express in words, they are difficult to
understand fully by a verbal approach such as an interview. Mental models for ambiguous and inexplicit systems
such as invisible agents have an even greater likelihood of being hard to articulate. Therefore, we referred to
studies that explored the mental models of users with an integrated visual and verbal approach. Lee et al. [28]
asked participants with previous experience interacting with Amazon Alexa or Google Home devices to draw
what they thought a CA looked like. The participants’ drawings were categorized into four persona groups:
human, speaker, system, and space object. These findings confirmed in a pictorial way the users’ unique and
diverse mental models and expectations [20, 21, 28]. Through drawing tasks and interviews, Xu and Warschauer
studied the perceptions of three- to six-year-olds toward a speech-only “Google Home Mini” CA, examining
domain membership, property attributions, and children’s justifications of property attributions. Their findings
on the children’s mental models showed they categorized drawings of CAs as artifacts or humans, which was
consistent with the traditional A-I distinction (distinction between living and nonliving things) proposed in
developmental psychology research. Based on the children’s interviews and drawings, the authors provided design
implications to guide the development of CAs to support young children’s cognitive and social development
by considering the communication techniques that an agent should have as well as the appropriate contents of
conversation between an agent and children [55]. However, these studies only focused on visible CAs, which
were stand-alone AI speakers; they did not grasp users’ mental models of invisible intelligence. Silver et al.[46]
conducted a qualitative case study on children’s perceptions of urban landscapes to create digital maps in the
context of locative systems and wayfinding for children. Seventy children drew cognitive maps of their journeys
from home to school. drawings, they provided the children’s own accounts of their maps and generated a set
of ten themes related to landmarks and design ideas for the creation of digital maps for children. Sciuto et al.
[45] did not use drawings as the main basis for their study; they used a sketching application for a generative
study inspired by a participatory design. The purpose of this activity was to evoke users’ experiences before
interviewing them. Participants, after sketching a concept of the Alexa ecosystem, created an image of Alexa
using a police sketch application. Although the images themselves are not shown in the paper, users were able to
express their perceptions of Alexa as explicit images. Kuzminykh et al. [26] conducted a qualitative multi-phase
study seeking to identify patterns in users’ anthropomorphized perceptions of three types of CAs (Alexa, Google
Assistant, and Siri). The CA users created an approximate visual representation of Alexa, Google Assistant,
and Siri using an open-source web avatar generator. Through analysis of visualization data and interviews to
identify patterns in the purposefully anthropomorphized perceptions of CA technology, the consistent differences
revealed through a comparative analysis of the three agents suggest the importance of this research direction for
the design of CAs. However, these studies had limitations that made it impossible for users to visualize their
mental model freely because they relied on applications that can only visualize humans. With reference to the
studies, we found it necessary to understand users’ mental models of an invisible agent to ascertain in which
direction an invisible agent should be designed. Furthermore, we assumed that a drawing method would be
suitable for exploring users’ mental models for systems that have not yet appeared, such as an invisible agent.
Therefore, we intended to discover the mental models users have of two different visible and invisible agents
through a drawing approach and to explore how and why these models differ.
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3 METHOD

3.1 Participants
To grasp users’ first perceptions of visible and invisible CAs, we recruited 30 novice users (avg. age = 22.5 years
old, SD = 3.32; 13 females and 17 males) who had never used an AI speaker. Half were to talk to a visible CA
and the other half were to talk to an invisible CA. We posted in online communities, such as a university one, to
recruit people who wanted to use an AI speaker for their homes. We tried to recruit relatively young participants,
even if awareness of users of different ages is important, because 34% of U.S. 18–29-year-olds owned a smart
speaker at the beginning of 2019 [51]. This is significantly higher compared to other age groups. Therefore, we
thought that this age group would use this type of device in the future. We also focused on first-time users
because the initial stage of CA use would affect users’ mental models and later stages of use [12, 28, 36], and users
in the initial stages of voice interaction need the most assistance to be led to proper use [11]. To compare clearly
the new concept of invisible CA with that of the existing visible CA devices, users experienced with neither were
more appropriate. Moreover, according to previous research, the first image of an agent rarely changes, being
imprinted in users’ minds as soon as they hear the agent’s voice [36]. Therefore, we would be able to grasp the
unbiased perceptions that users formed by the experimental setup we provided. All of our participants were
Korean, and we conducted the study in Korean with native Korean speakers. Each participant was compensated
with approximately U.S. $20.

3.2 Apparatus
Because the goal of this study was to compare natural user experiences with visible and invisible CAs, we used
three commercialized AI speakers and invisible agents in the study environment. Figure 1 shows the apparatus
that our study used. A CA without a physical entity—that is, an invisible agent—has not yet been commercialized,
so we hid a stand-alone AI speaker in the study environment to make it invisible. Because the goal of the invisible
agent is to assist users without visually distracting them from a task, we adjusted the volume and position during
the setup process so that the participants did not know where the sound was coming from, causing them to feel
as though the invisible agent was ambient. The participants accordingly perceived the sound as coming from
the ceiling, rather than from where the agent was actually installed. Three AI speakers were installed in the lab
environment in the case of visible devices, and three devices were hidden in the case of invisible agents.
In terms of AI speaker types, we used AI speakers from Naver Clova [38] which are some of the most advanced

Fig. 1. Apparatus for study: visible CA (left) invisible CA (right)
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agents in South Korea, provide many functions, and connect to various IoT devices and apps to control a house.
The Clova as a stand-alone AI speaker is typically shaped like a cylinder and includes a visual cue (Figure 1). Even
if the Naver Clova had released an embodied device in which an agent is represented, such as JIBO [44], would
have excluded the embodied AI speaker from the experiment to focus on the physical entity itself and ensure
that participants would not be affected by appearance and embodiment level. The fact that Clova does not offer
much functionality compared to global mainstream devices could have a slight effect on overall user interaction.
The Clova agent launched by Naver, the main search engine in Korea, provides information that fits the Korean
context and was developed based on the Korean language, so it was more appropriate for Korean-speaking
participants compared to other devices optimized for English.

3.3 Study Environment
Figure 2 shows the study environment, which includes the location of each device and interaction point. We
did not specify the interaction point clearly for the participants but had them interact at whichever point was
comfortable in each space. The environment reflected a smart home in which people have multiple speakers
dispersed to increase the coverage of a voice agent. Referring to prior research on common locations for Alexa
devices [45], we configured the lab environment into three spaces: a kitchen, a living room, and a home office. To
provide the sense of a comfortable home and typical environment for AI speaker usage, we placed a sofa and
table in the private room, a table and TV in the living room, and a desk and computer in the home office. The
participants were asked to interact as naturally as possible as though they were at home, although the experiment
was conducted in a lab environment that assumed a home environment. In the case of CAs with physical entities,
three AI speakers were installed in each space (Figure 2 left). Participants in the visible agent group sat down
and interacted with an agent by facing it. In the case of invisible agents, three devices were hidden in the same
places (Figure 2 right) so that the agents could answer and participants could make requests from anywhere.
Participants in the invisible agent group interacted with the agents in three types of spaces ubiquitously.

Fig. 2. Study environment of the visible CA (left). Study environment of the invisible CA (right).
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3.4 Procedure
3.4.1 Interaction Task. The study consisted of four sessions: a 5-minute tutorial, a 30-min interaction, a 40-minute
drawing, and a debriefing interview. In the tutorial session, we encouraged participants to talk freely with the
CA. The tutorial was intended to help first-time users become familiar with a VUI. After the tutorial, we asked
participants to interact with CAs in the three spaces in whatever order and to whatever extent they wanted.
For a better understanding of interaction, we gave participants printed instructions in seven categories with 65
command examples (Table 1). In addition, we asked them to interact with the CAs as if they were at home.

3.4.2 Drawing Task. After interacting in the three spaces until participants formed an image of the agents, the
participants came back to the kitchen (Figure 2) and were given a drawing task. We asked them to draw their
perception of the agent, instructing them to “draw a CA or CAs in this space.” The purpose was to see whether
the participants considered the agent singular or plural. We additionally said, “You can also draw a relationship
between the CA and you,” because such a picture could allow us to determine the relationship between agents and
users. For drawing material, participants used unlined A4 size paper, which is common in many types of drawing
studies. Because a comfortable environment and familiar drawing materials are important factors for relieving
pressure when the users draw [9, 28, 37], we let them draw with various items they felt more comfortable with
(e.g., pens or colored pencils). Moreover, participants were asked to focus on visually expressing their perception
freely rather than worrying about drawing skills.

3.4.3 Debriefing Interview and Evaluation. After the drawing task, we conducted debriefing interviews to under-
stand participants’ mental models and interactions through observations based on the drawings. Regarding the
perception of the CA, we asked users to describe their drawings with such prompts as “Explain your drawing”
and “Why did you draw these elements?” For mental model and interaction, we asked, “What did you expect
about the CA that you depicted?” “Why did you act in the way you did when you talked to the agent in the living
room?” and “Are there any good or bad things while talking to an agent?” After the interview, a survey was
conducted on the overall user experience of the CA. Participants then rated their user experience (presence, trust,
preference, continued use, satisfaction, and intimacy) of each CA in the expanded space on a 7-point Likert scale.
Data generated from the evaluation were intended to supplement findings from the drawings and interview
data. We used the scale to examine the differences between each physical entity with regard to the overall user
experience. The presence scale is used to obtain a sense of the relationship between the agent and the user
[52]. Trust and preference motivate maintenance of a relationship [8, 24, 52], and continued use and satisfaction
indicate general user satisfaction [8, 52]. Intimacy refers to the emotions that explain the user’s retention [11, 29].

Table 1. Printed instruction in seven categories
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3.5 Data Analysis
Based on the presence or absence of a physical entity, we transcribed a total of 22.7 hours of recorded interviews
and analyzed 30 drawings along with observation records to organize the data into emerging themes. For the
drawings, data were coded in relation to how the physical entity was exhibited in the drawings. The main priority
of our analysis was to examine each detail or element of the drawings to understand the participants’ perceptions.
For the interviews, we conducted open coding, where we identified and coded concepts that were significant in
the data from the mental model and interaction in terms of the physical entity through the open coding process.
We created 467 codes that we grouped into categories using axial coding. We then discussed and refined the
codes to reach agreement (K > .84), and we excluded data instances without agreement. The interview data from
the findings supplemented the elements of the drawings and allowed us to determine each feature of visible
and invisible CAs. In addition to quantitative analysis, we ran an independent t-test to examine the effect of the
physical entity on the overall user experience. There is no significant difference was found between visible and
invisible agents regarding overall user experience. Thus, quantitative data were only used to supplement the
findings regarding the participants’ interactions.

4 FINDINGS
From the qualitative analysis, whichmainly focused on comparing each agent, we found that participants perceived
CAs with physical entities and invisible CAs differently. In particular, participants’ drawings showed how the
different physical entities of the CAs affected their perceptions (Figure 3 and 5). The data from observations and
interviews allowed us to grasp the mental models and interactions linked to the users’ perceptions. In addition, for
the survey data, we analyzed the average of the overall CA experience trends for the two physical entities (Table
2). Through findings related to perception, the mental model, and interaction, we can discover the unexplored
features of invisible CAs compared with CAs in the stand-alone device. In next section, we refer to each drawing
as D and the participant who drew it as P. Both have the same number.

4.1 Perception
4.1.1 Perception toward Visible CA. After three interactions with visible CAs, the majority of the participants
depicted three agents in the drawings. In particular, the drawings of the 11 participants who interacted with
an visible CA showed the participants expressed the three identical AI speakers as three different agents with
different appearances and roles that contributed to the overall persona of each CA (Figures 3 and 4). In other
words, the participants perceived that interacting with the three AI speakers meant talking to three individual
agents, because even though the devices had the same form, wake-up words, and voice in the experimental
setting, the users perceived each agent differently. In D19 and D30, in which three AI speakers were represented
as three different agents, three agents were drawn with different colors or appearances for each space. In addition,
these drawing illustrated that each agent played a different role depending on the space in which the interaction
happened. We thought that each device would make the participants feel that the agent was an independent
physical conversation counterpart.

For example, in D8 (Figure 3), the agents were expressed as a pet, a robot, and a person in each space in
which the AI speaker was installed. In addition, this drawing revealed that the agents were given different roles
depending on the purpose of the space. In the drawing, a cheerful-looking bird is in the living room, and an
anthropomorphic agent and the user talk pleasantly in a room with a sofa. In contrast, in an office space with
a desk, a mechanical robot is communicating with the user. In another case, D1 (Figure 4), the agent had the
same face and hair color in all of the spaces but was expressed as wearing different outfits. Furthermore, this
participant (P1) explained that these three “people” were triplets. We found that the identical exterior design
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Fig. 3. Drawings representing three agents, each playing a different role

of the AI speakers was reflected as three people with the same appearance in the picture; these people wore
different clothes and performed different roles. In addition, in D15 (Figure 4), the agents of the same appearance
were represented by various colors, such as red, green, and blue, respectively. These participants explained that
they drew three different agents because three physical devices were visible, so he matched the number of agents
with the number of devices.

Although there are three devices of the same shape, each one seems to be different depending on where
they are placed individually. (P8)

The devices were separate, so I perceived them as different beings. (P10)
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4.1.2 Perception toward Invisible CA. Contrary to the visible CAs, the participants expressed the agents as a
single agent after three times of interactions with the invisible CA. Twelve of the 15 drawings representing
the invisible CA were drawn as one agent controlling the entire space. Because the voice of the agent was
the same everywhere and the device was not visible in any of the spaces, the participants focused more on
the consistency of the voice regardless of the number and location of the interactions. In the drawings, each
participant perceived the agent’s persona differently, such as a person, a computer server at a headquarters, and
a brain, but all participants perceived the agent as one consistent agent throughout the space. All 15 drawings
represented the CA as looking down on the entire space from above.

For example, P16 visualized the agent as a server at the headquarters of the company “Naver” that produced
the AI speaker and displayed a structure in which information was transmitted to the user through the speaker
from where the server was located (D16 in Figure 5). Another participant who said that the space itself was an
agent drew the CA as a brain-shaped central processing unit surrounding the whole space and expressed the
control range of the agent for each space with a speech bubble (D23 in Figure 5). This participant thought that
the available range of the interaction with the agent was like a big transparent balloon. We thought that because
the device was invisible, the participant perceived the space itself as an available range of communication, unlike
a perception of the visible device. In addition, P21, who portrayed the agent as a woman with large ears, thought
that the agent beyond the ceiling delivered an answer through the speaker to each space where the participant’s
voice input was. In addition, the ears were large because the agent listened carefully to the user’s voice anywhere.
Accordingly, participants who visualized one agent controlling the entire space perceived that they could interact
with the invisible agent anywhere without considering the location of the device.

I feel like there is a single agent connected to the server in the sky. Actually, rather than having three
agents, I feel like one agent can go anywhere. (P17)
I think this is one person. Because it doesn’t change the tone, it doesn’t change the voice, and the
personality is not different (....) The reason I drew the big ears is because I feel like she is listening to me
very carefully with huge ears. (P21)

Fig. 4. Drawings of the participants’ perception of an invisible agent
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Fig. 5. Drawings of an invisible agents where one agent controls the entire space

4.2 Mental Model
As described in the perception of the CA for each visible entity above, different perceptions naturally led to
different mental models of the CAs. Through the participants’ interviews and explanations of their drawings, we
found a relationship between the perception of each agent and the mental models of the different expectations
regarding the visible and invisible agents’ roles.

4.2.1 Mental Model on Visible CA. Participants who communicated with the visible agents perceived three
agents that each play a role with own expertise depending on the space. The perceptions of the three visible
agents naturally influenced this expectation. Even if all AI speakers had the same functions, wake-up words
(which were the names of the agents), and voices in the study setup, the participants actually expected the agents
to have their own expertise in each role. For example, D8 illustrated the agents as strict but smart agents in the
home office and as more active and bright agents in the living room. Then, some of the participants wanted three
agents with individual personas for different roles. This expectation demonstrated that the users’ perceptions of
individual agents for each device were naturally connected to different personas, roles, or functionalities. Some
participants even said there was no reason to install all three identical devices at home and communicate with
multiple agents if they were all the same.

If there are several [agent], it would be better to organize agents’ roles using each specialty rather than
one to cover everything. (P6)

If each has a different role, there may be a reason to use multiple AI speakers. (P11)
On the other hand, some participants had negative impressions of interacting with multiple agents. These
participants said that if the experimental environment were a real home, a mental load would be required to talk
to several agents in their private spaces. For these participants, the interaction was similar to communicating with
people, where more effort is required to get to know several people than it is to know one person. In addition,
the fact that multiple agents archived users’ conversation histories was similar to many people knowing one
person’s secrets. Furthermore, some participants were concerned about interactions between agents in relation
to their privacy, which caused negative perceptions that affected their trust in the agents. P8 thought that if the
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agent shared a secret and communicated it to the other agents and not him, then he would distrust the agent and
feel alienated from it.

I feel like I have to try to get to know this [agent] through conversation, but if there are several of them,
it is a huge burden that I have to try to get to know three or four people. (P8)
Even if different agents communicate with each other through something like a hub, it’s likely to be
creepy or less reliable because I’m afraid that these agents will communicate my private information
that I don’t want to share with other people. (P12)

4.2.2 Mental Model on Invisible CA. Participants who interacted with the invisible agent expected that one
agent controlling the entire space would interact with the same persona in a consistent tone and voice no matter
where the participants were communicating. The perceptions of a single invisible agent naturally influenced
this expectation. In addition, because no physical device spatially limited the agent, the participants thought the
agent could detect a user’s behavior and status without space limitations everywhere in the house. Therefore,
they wanted the agent to provide the most appropriate information based on its awareness of the user’s context.
Most of the participants expressed high satisfaction with the invisible agent after remembering the previous
conversations and responding to their requests based on the content. They even took personalized responses
from agents for granted. This was contrary to the mental model for the visible agent, where participants were
concerned that their conversation records were shared with agents in other spaces.

On the sofa, when I said to the agent, “I was having a hard time today,” and then when I moved and sat
at the desk and asked it to play music, the agent said, “I’ll play music that feels good.” That is so touching
even though it was a brief moment, I felt like I was emotionally interacting with this agent. (P28)

However, some participants (P17, P19, and P20) shared their worries about one invisible agent that knew all
of their information and stated they expected high privacy protection. Their reason was that if the agent, who
was always watching the user, shared private information with another system next door or a corporate server,
then it would be difficult for them to trust the agent due to their anxiety about the exposure of their personal
information. Therefore, in terms of information sharing, their concerns were similar to those associated with
visible agents, but invisible agents could spark even greater user concerns compared with visible CAs. This is
because the participants imagined that invisible agents might know about and monitor all of the users’ every
single movements. In addition, because the device was invisible, the participants did not know whether the agent
was looking at them. Therefore, the participants expected the agent to keep all of their information secure. They
thought that the home interacting with the agent was a private space, so the agent should be personalized for the
participant. Through this, we found that invisible agents could be more appropriate to use as personalized agents
that respond based on a user’s information in the home context rather than in a public space. In addition, invisible
agents may have more opportunities to use personal information than visible agents do from the expectations of
the participants. However, in terms of privacy protection, an invisible agent must build trust with a user to align
with the user’s mental model.

This [agent] knows all of the things I do, but I don’t want my information to be shared with the next-door
neighbor or headquarters like Google. Then, I will never believe this agent and will never use it. (P20)

4.3 Interaction
To investigate if there were any differences in the interaction according to the CAs’ physical presence, we
analyzed the observation data of participants’ interaction. We found that the participants interacted differently in
terms of the agents’ visibility. Specifically, participants who interacted with the visible agent engaged in directed
interaction based on where the device was installed, and participants who interacted with the invisible agent
engaged in ambient interaction without space constraints compared with the visible agent. Table 2 lists the six
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evaluation criteria for the user experience for each agent. The independent t-tests revealed no significant effect
of the agent on different physical entities. Thus, because the physical entity of an agent did not have much of an
effect on the overall CA experiences, the survey results were used to supplement the observations and interview
data.

4.3.1 Directed Interaction with Visible Agent. In the observations and interviews, we found that if a physical
device was in the space, the participants tended to stare at the device or to interact with the agent with their bodies
directed toward the device. In particular, when participants sat down at the interaction point, they naturally
sat facing the AI speaker, and when starting conversations, they looked at the visual cue of the AI speaker and
grasped the direction of the conversation. Even if the participants did not anthropomorphize the agent in the
drawings, they treated the physical device as a conversation partner that could see and talk. Therefore, we found
that the physical entity caused directed interaction and made people feel comfortable with talking. We also
assumed that the reason people were constantly looking for devices to keep an eye on is because they were used
to seeing people during conversations.

I felt comfortable because I had someone to talk to. (P9)
This form makes me feel like I’m having a conversation with someone. If this disappears, it would be
awkward because I would be talking to nothing, which would definitely not be a natural conversation.
(P10)

Furthermore, the visual cue that represented the agent’s wake-up words and caused it to listen to the user—one
of the factors that caused the participants to look at the device—increased the learnability of turn-taking with
agents and the discoverability of the VUI, especially for the first-time users. Because the VUI is mainly auditory,
less visual affordance makes it especially difficult to understand how early-stage users interact with agents. In
addition, visual cues can give users the confidence needed to communicate with agents about uncertain input
methods, and the physical entity can make the user feel that the conversation is real because the device responds
to his or her voice. As we can see from the survey results, participants rated the overall user experience slightly
higher. Through the participants’ survey and interview data, we can see that the visible agent with visually
directed interaction is familiar to users. As a result, directed interaction with the invisible agent not only makes
users feel that the agent is a conversation partner but also offers the advantage of providing initial usability.

When the light comes on, I can see that the agent is listening to me, and if there is no visual feedback, I
wouldn’t be really sure. (P8)

4.3.2 Ambient Interaction with Invisible Agents. In the observations of interactions with the invisible agent, we
found that some participants looked at their mobile phones for personal texting and walked around with them,
talking in a place not specified by the experimenter as they talked to the invisible agent. In other words, when
interacting with an invisible agent, participants were not conscious of agents without physical entities. They
felt that they could talk to the agent and listen to the answer anywhere, so that nondirected interactions are

Table 2. Mean comparison of 6 user experience criteria depends on agent’s visibility
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possible while looking at mobile phones or other places. Thus, those who interacted with the invisible agent did
so in a way that is opposite of those who interacted with the visible agent, which made them perceive agents
as the conversation partners. This interaction was naturally connected to the expectation and mental model
of the invisible agent in previous findings. These participants explained the benefits of a conversation with an
invisible agent compared with Siri embedded in a mobile phone. They said that unlike with Siri, interacting with
the invisible agent was more comfortable due to the lack of visual interference. For example, when they asked
Siri something on their phones while they were doing other things, they needed to constantly look at the screen
and check the status of the device while doing their main tasks. Through this, we assumed that the invisible
agent has the advantage of enabling parallel task execution, because in the case of an agent without a device, it is
not necessary to look at it, so subtasks can be carried out while the user continues to do his or her previous or
main work.

When I can see it, I have to consciously stare and talk, and keep checking to see if the agent is listening
to me or not, and I guess this will interfere with usability. But, if I don’t need to see the agent, then I can
do two things at the same time. (P17)

On the other hand, conversations with invisible agents were unfamiliar interactions and caused cognitive
discrepancy. This is because although the participants interacted with the agent using their voices, they could not
see its physical entity, and the source of the sound was unknown. This makes it difficult for people to feel that the
agent was the subject of the conversation, which may be because the invisible agent has not been commercialized
yet, so participants may be unfamiliar with it or the cognitive discrepancies that come from talking to an invisible
entity. Furthermore, contrary to the benefits of a visible agent, an invisible agent has no visual cue, so participants
struggled to learn the turn-taking timing at first. Compared with the case of the visible CA, when the participants
called Siri on their smartphones, or when Siri listened to them, the status of Siri was displayed on the screen, so
they knew the timing for talking. However, in the case of an invisible agent, because no device shows the agent’s
status, it is difficult to understand the timing of a conversation. Therefore, we found that low learnability due to
the lack of a visual cue would be a barrier to providing an initial positive experience for first-time users of an
invisible agent.

I felt uncomfortable and a sense of cognitive discrepancy with talking to an invisible agent because
there’s a sound, and something is coming from somewhere, but there is nothing—just empty space. (P21)
This is uncomfortable because Siri lights up but this one does not. I have no idea how loud I should speak
and where to speak. If this is visible, I can know how I should talk to the agent, but I don’t know where it
is... (Is it under there or up there?) I don’t know how loud I should speak. (P16)

However, as we can see from the survey results, the overall experience with the invisible agent was slightly lower
on average but did not seem to differ significantly from that of the visible agent. In addition, the participants (P19
and P21) who felt cognitive discrepancy toward the invisible agent explained that through repetitive interactions,
such cognitive discrepancy gradually disappeared. Then, we assumed that this cognitive discrepancy and low
learnability could be resolved through the interaction design approach. Therefore, the cognitive discrepancy is
an important issue that needs to be considered to provide positive experiences with invisible agents in the future.

5 DISCUSSION
In light of our findings, the participants’ mental models toward the agents and interactions differed depending
on the presence or absence of the physical entity of the CA. This is because visible agents pull the participants’
visual and auditory senses toward the physical device, which leads to directed interaction. On the other hand, an
invisible agent without visibility leads to ambient interaction, which makes people talk to the CA and listen to
its response from anywhere. Through this study, the physical entity’s visibility influenced the mental model of
the user, and the physical entity played an important role in the user experience. By revealing the relationships
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among the perception, mental model, and interaction depending on the presence or absence of visible physical
devices, we suggest future design directions that support better voice-controlled smart homes.

5.1 Directed Interaction with a Visible Agent vs. Ambient Interaction with an Invisible Agent
5.1.1 Directed Interaction with a Visible Agent. In directed interaction with the visible agent, which had a physical
presence, participants perceived the number of agents as being the same as the number of devices and expected
each agent to have its unique expertise, rather than equal ability. The users’ perception of equal numbers of
devices and agents aligns with the concept of “one-for-one,” a human-inspired model in which each social
presence has a single body, as identified in previous studies [32]. According to our research, when participants
interact with the same agents (Clova) embedded in multiple AI speakers with the same shape, they perceived
each AI speaker as an independent entity because the physical devices were separated: “Although there are three
devices of the same shape, each one seems to be different depending on where they are placed individually” (P8).
However, previous studies have shown that users can be confused when interacting with multiple agents if the
definition of the relationship is unclear. For example, different roles and expertise can be assigned to agents
for each device to reduce user confusion [10]. Therefore, when designing a ubiquitous environment built with
multiple devices like IoT, designers should define a clear relationship between the user and the agent when trying
to embed different roles of multiple agents. For example, there should be no confusion when users request a
specific function among multiple agents through users’ awareness of each role of the multi-agent at home or the
agent’s clear communication of its role.

In addition, our results showed that several participants had negative perceptions of the existence of mul-
tiple agents. The participants worried that multiple agents could share the users’ private information among
each other without the users’ knowledge or permission: “Even if different agents communicate with each other
through something like a hub, it’s likely to be creepy or less reliable because I’m afraid that these agents will
communicate my private information that I don’t want to share with other people” (P12). This is similar to the
findings revealed by Luria et al. [32]: agents interacting with each other without user input evoked negative
feelings in users, such as exclusion and social isolation. Therefore, designers need to be cautious when trying
to embed different roles of multiple agents into a smart home environment to prevent this negative user experience.

In terms of having a physical counterpart to see and communicate with, participants interacted easily with the
visible agent by considering that interaction to have the same characteristics as human–human communication:
“I felt comfortable because I had someone to talk to” (P9). This is because people are naturally used to looking at
the person they are talking to when communicating. In addition, quantitative data showed that users evaluated
the user experience more positively for familiar interactions with visible agents than they did for invisible
agents, which means directed interaction with an agent inside a physical entity is similar to communicating
with people face-to-face. Through these findings, the presence of a physical entity will help users who are
unfamiliar with or find it difficult to adapt to new technologies or who prefer more human-like communication.
For example, in the science fiction drama Years and Years [50], which speculates about the future based on possible
technology, when an AI speaker is converted into an invisible agent in a house due to technological development,
the grandmother—one of the characters—says she wants the physical AI speaker back to stare at and talk to it.
Therefore, as previous studies have shown [31, 52], a physical entity such as embodied robot can provide familiar
interactions to users. Then, it will be easy to have social interaction resembling human communication, and
the learnability of VUI can be increased. Thus, physical entities with diverse forms can be used appropriately
depending on the users and context.
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Additionally, our study showed that visual cues provoked visual attention, which allowed users to know how to
communicate with the agents. This advantage of learnability was particularly useful for first-time users. These
properties of a visible agent can support learnability for an initial user who needs to understand the agent’s
turn-taking or for people who are not familiar with interactions with an agent, such as older people who are more
familiar with physical counterparts seen in human communication. Therefore, designers can use the physical
entity of visible agents appropriately as a design element according to the users’ characteristics.

5.1.2 Ambient Interaction with Invisible Agent. In ambient interaction with invisible agents without physical
presence, the participants freely interacted with the agent without considering the device’s location, such as by
starting a conversation with the agent while moving to another space. This nondirectional interaction uncon-
strained the users’ interaction from the device’s location. Therefore, ambient interaction naturally connected
to a user’s perception and was caused by a user’s perception that one agent controlled the entire space. In
addition, the participants perceived that the agent was looking at them anywhere they were in the setting, so
they expected the agent to know all of their information and be optimized for them. Their expectation was that
they could interact with personalized agents everywhere, which is similar to the goal of ambient intelligence
[14, 48, 53] and J.A.R.V.I.S from the movie Iron Man [33]. In addition, it is aligned with the “one-for-all” concept
of a previous study in which a singular agent inhabits multiple devices simultaneously, or “re-embodiment,”
which is when a singular agent can cross from one device to another across a task or a service [32]. Accordingly,
the participants felt comfortable with the familiar agent’s and agents’ responses connected to users’ daily behavior.

Many current systems aim to be single-agent systems with one persona controlling multiple devices in the
house. For example, one embeds Google Assistant or Siri in various devices (a TV, a smartphone, and a smart
speaker) [23, 47] to respond to user commands. Although current systems are designed to respond to the device
closest to the user in a multi-device environment [3, 49], according to the drawings representing the visible agent
in our findings, it can be difficult for users to perceive “one for all” when multiple devices are physically separated.
Therefore, if designers intend to allow a single agent to control an entire house, then the existence of hubs repre-
senting a single agent in various devices needs to be clearly defined to make users recognize that there is one agent.

Furthermore, several participants perceived the single agent to be an omnipotent agent that knew a user’s
entire context and could respond anytime, anywhere. However, the current agent does not fulfill the users’
expectations due to technological limitations. Although this gap is not easy to fill, this is not to say that one
should just wait for technology to advance until J.A.R.V.I.S. becomes available [11]. Furthermore, it is impossible
for agents to know and respond to all user contexts. Therefore, the user-centered design direction could address
these challenges. For example, the agent could guess the user’s status based on leveraging knowledge about the
place, where the device is installed, or the user’s location. Then, depending on the location, the agent can provide
a response using the emotions that users have mainly expressed and the information that they had mainly wanted
in a specific place. Although it is difficult for an agent to grasp subtle emotional changes from users’ speech, it
may be able to grasp users’ needs in each space through accumulated data.

5.2 Design Direction of Invisible Agents for Ubiquitous Environments
In our previous discussions, we described features of visible and invisible CA and suggested that a physical entity
should be considered in CA design in the future. In the case of a visible agent, the weakness of low learnability
can be overcome through physical presence or visual cues. The visible agent has been used for various purposes
in the home environment in the form of an AI speaker. Based on the trends, guidelines and considerations focused
on the visible agent in terms of interaction design have been explored. However, although an invisible agent
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has the advantages of multitasking and ambient interaction, it has not yet been commercialized and explored in
terms of interaction design. In our study, we not only ascertained users’ mental models of invisible agents but we
also explored users’ interactions with an invisible agent. Based on our findings, we discuss the design direction
of invisible agents that are not dealt with in terms of user-centered design in the previous studies as compared to
AI speakers with physical entities. In addition, we discuss the tradeoffs between invisible and visible agents and
explore future design directions for the ubiquitous home.

According to Edwards and Grinter, a smart home as a viable place to live should understand the users’ context,
respond to the users’ natural and seamless interaction input, and support users without interfering with their
previous behavior. In addition, ambient intelligence should serve people unobtrusively [1, 22, 48]. We found
that ambient interaction with an invisible agent could support a better ubiquitous environment based on the
relationship between a feature of ambient intelligence and users’ mental model of invisible agents. This is because
ambient interaction with an invisible agent leads to natural multitasking at home, where various activities occur.
Additionally, users in the home may need more multitasking capability so they can focus on a main task, and
agents can support users’ subtasks more frequently in an unobtrusive way. For example, a user can naturally
ask for recipes while cooking and not be interrupted by having to look at an AI speaker. Invisible agents in the
ubiquitous environment can enable such features for natural multitasking.

This study showed that users expected an invisible agent to make full use all of the users’ context and in-
formation as an omnipotent agent because the agent could detect the users’ behavior and status without space
limitations, everywhere and anywhere in the home. In addition, the participants said that if the environment in
which the user communicates with the agent is a public space, then they would not expect the agent to make
full use of their information because of privacy issues. Therefore, we assumed that one’s home would be the
appropriate environment for the agent to use personal information positively. This invisible agent can provide
some services autonomously in response to perceived needs and accept user input through voice commands
along with the development of natural language processing. However, privacy is a continuous issue in VUI that
only interacts with voice [4, 27]. Therefore, even if the users were more tolerant of an invisible agent using their
personal information, both invisible and visible agents must build a trust relationship with users regarding the
privacy issue. Moreover, CAs need to provide users with transparency about the accumulated personal data from
home, such as a data policy and means of protection. Moreover, companies need to integrate their conversation
privacy dialog in an easily accessible way through natural interaction by clearly defining in their privacy policies
or terms of use how users’ data will be used [27].

To provide a positive user experience, the invisible agent needs to solve problems related to the users’ cog-
nitive barriers. Our study showed users faced awkwardness and ambiguity due to the absence of an entity from
which the sound came: “I felt uncomfortable and a sense of cognitive discrepancy with talking to an invisible agent
because there’s a sound, and something is coming from somewhere, but there is nothing—just empty space” (P21).
Our findings align with previous studies that have also revealed cognitive discrepancy must be reconsidered for
better user experience [48]. To reconsider the issue, it is important to understand users’ perceptions of invisible
agents. In addition, a process that allows the user to adapt to the agent cognitively must be considered during
the initial when a user forms his or her mental model of the invisible agent. For this purpose, the agent can
refer to a self-disclosure strategy that clearly reveals the users’ information used in human communication
[18]. In addition, while visible agents can visually indicate inactivity or pull users’ attention, invisible agents
are difficult to convey this kind of information. Therefore, the traits of a visible agent (e.g., visual cues) can be
applied to an invisible agent to enhance learnability and discoverability. If the interaction design issues regarding
user–invisible agent relationships are not addressed as ambient intelligence technology advances, then it will be
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difficult for an invisible agent to lead to a positive user experience. This is because the gap between the users’
mental model and an agent can be the main barrier in using a VUI [11]. Therefore, a voice-controlled ubiquitous
environment could be reified by considering possible future problems in interaction design, such as cognitive
discrepancy and lower discoverability.

In discovering these possibilities and design directions, we assumed that an invisible agent could be a new
direction that supports smart homes along with an agent with a physical entity. This is because the users’ mental
model of invisible agents aligns with the completely autonomous environment targeted by academics and compa-
nies. Therefore, we suggest that an invisible agent can be the future direction of VUI for a successful ubiquitous
environment because an invisible agent can make ambient interaction possible without space limitations. Then,
if designers carefully consider the gap between users’ mental models and the actual usage of an invisible agent in
terms of interaction design, it would help users achieve more natural multitasking based on the grasp of all users’
needs. A personalized agent such as the movie Iron Man would be possible through ambient interaction without
space constraints. Moreover, when comparing these invisible features to those of visible agents in previous
studies, invisible agents may have limitations on social interaction rather than visible agents such as social robot
when interacting with people who are not familiar with using VUI (e.g., children or seniors) [20, 42, 54, 56].
Therefore, depending on the role of the agent, end-user, and situation, the physical form of an agent should be
properly considered. Based on this study, we found a CA’s physical entity influenced the user experience. The
advantages and disadvantages of interaction and the difference between the mental models of each user depend
on the presence or absence of a physical entity such as features of the visible agent’s high learnability and the
possibility of social interaction through directed interaction. In addition, the features of an invisible agent are
capable of ambient interaction. Based on these considerations, we discovered that tradeoffs between visible and
invisible agents depend on the situation of the smart home.

6 LIMITATIONS AND FUTURE WORK
In our study, we conducted a drawing study to compare users’ mental models toward two agents: a visible agent
and an invisible agent. In terms of the drawing method, because the perception toward CAs is derived from a small
sample of users, it is difficult to say that the perceptions we have found represent whole characteristics. However,
the result is meaningful, because we have seen users’ diverse perceptions. In addition, although drawings offer
various advantages, it is difficult for some adults to draw. However, our results were irrelevant to drawing skills,
and we were able to overcome those difficulties with a comfortable environment and materials. In terms of
the invisible agent, we adjusted the volume of AI speakers to implement an invisible agent that was not yet
commercialized. This has limitations when compared with the features of invisible agents to be developed in the
future, as highlighted in previous studies. To allow users to feel they are actually using an invisible agent, we
plan to add an additional study. In this study, since we identified the mental models of young users, the primary
users of AI speakers, we need further exploration of users with a wide range of ages. In addition, the current
study is limited in that the interaction and evaluation were conducted in a lab environment. User interaction
varies in a real smart home in which a user actually lives. Understanding the user in the wild would result in
different user expectations. Because users cannot assume a lab environment is completely same as their homes,
they should actually interact with the agent in environments where they live. We believe that our study provides
insights into envisioning the features of an invisible agent compared with current AI speakers, and it suggests a
design direction to enhance the user experience in a smart home. However, further research could be conducted
to deal with elements that help with the development direction of an invisible agent based on empirical data.
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7 CONCLUSION
CAs have been incorporated into our lives in a variety of forms, and in the future, they may be invisible without
a physical device. In this study, we conducted a qualitative study of 30 users’ drawings to explore their mental
models of visible and invisible agents, as well as the design direction leading to an agent for a better voice-
controlled home environment. Our study showed how CAs with different physical presences affect users’ mental
models and interactions. We described the characteristics of a current stand-alone device and a future invisible
agent for use in future smart homes. Because the findings from users’ drawings, interviews, observations, and
a survey differentiated depending on the CA’s physical presence, our study showed that the characteristics
of each agent should be appropriately used depending on the situation in which the directed interaction and
ambient interaction are needed to support the user. Furthermore, unconditionally focusing on technological
advancement was not a solution for bridging the gap between the mental models and actual use with users.
Therefore, technology development, such as invisible intelligence, must be considered in terms of the interaction
design. In this study, through a user-centered approach, we proposed design directions for CAs that better support
users and voice-controlled homes.
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A APPENDIX

A.1 Session Script

A.2 Survey Instruments
The survey was conducted at 7 Likert-scale using Google survey tools.
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A.3 Additional Drawings
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